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A couple of years back I remember we had many small machines installed with Windows 97 that were used for office processing and as frontend graphical terminals. The biggest problem we had was their hardware problems that appeared quite frequently , but nobody felt that the businesses key success was dependant  on them. All of a sudden Windows NT hits the market and almost everyone tries to implement  new or old  production applications , but many fail due to the lack of stable software and adequate hardware . The improvement of Microsoft marketing , Intel’s hardware capacity , third party disk storage and network devices , line speed , protocol communications and new software all contribute in implementing successful NT production systems. Now that we got them running as our production systems it’s evident  that  our company’s business success depends on their availability and quality of services they provide. Capacity planners and performance analysts now need to have efficient reports on hundreds of new machines incorporated in their company’s production environment. This need led us in creating simple formulas and graphs that permitted us to control all our NT systems with efficient reporting. This methodology has been shown to be very successful at different sites. 

Introduction

A couple of years back I remember we had many small machines installed with Windows 97 that were used for office processing and as frontend graphical terminals. The biggest problem we had was their hardware problems that appeared quite frequently , but nobody felt that the businesses key success was dependant  on them. All of a sudden Windows NT hits the market and almost everyone tries to implement  new or old  production applications , but many fail due to the lack of stable software and adequate hardware . The improvement of Microsoft marketing , Intel’s hardware capacity , third party disk storage and network devices , line speed, protocol communications and new software all contribute in implementing successful NT production systems. Now that we got them running as our production systems it’s evident  that  our company’s business success depends on their availability and quality of services they provide. Capacity planners and performance analysts now need to have efficient reports on hundreds of new machines incorporated in their company’s production environment. It’s true that this need also existed in the Mainframe area where their are huge amounts of performance statistics provided by SMF and other software monitors but  still the number of systems is limited  principally thanks to their capacity and their architecture that can manage thousands of users. Today NT systems provide an enormous amount of performance statistics relevant to system resource activity , mail servers, web activity , network protocol activity , database activity and much more. With the continuous software development ,  hardware improvements and NT marketing there’s no doubt that the amount of performance statistics that will be available in NT will overcome the MVS area very shortly.

The need to create synthetic reports always existed but we always considered this to be a second priority task because it was much easier to make a report on the spot where there existed a limited number of systems. Now this reality is changing and efficient reporting needs to be a first priority  task. This need led us in creating simple formulas and graphs that permitted us to control all our NT systems with efficient reporting. This methodology has been shown to be very successful at different sites. The software was used in these projects was NTSMF from Demand Technology Software and SAS software from SAS Institute s.r.l. .

PERFORMANCE INDEXES

In every system there are many hardware and software resources that need to be controlled in order to guarantee efficient use of the resources and adequate service levels. In the initial phase of the project we concentrated on the critical resources used by the systems and categorized them into different indexes. 

· Cpu index – the cpu index was build from the cpu resource utilization and the amount the processes queued. The amount of processes queued is an instantaneous value (the value found at the end of the interval). The smaller the collection interval the more precise the value will be. For large intervals I would suggest to divide the value by some coefficient that could be calculated after a closer examination of more detailed interval records in order to get the a better average.

Cpu index = cpu/100 + cpu queue;

· Memory index- the memory index was build from the amount of available memory  and number of page outs in one second. A small  amount of  available memory doesn’t necessary indicate memory problems , that is the reason it was necessary to consider other variables in the construction of the index.  Many programs as Microsoft exchange allocate most of the memory and there is no paging. The value of 4 MB of available free memory is considered to be the high water mark when NT understands its suffering from low  memory. 

if memory available le 4 MB then

   Memory index=pages page out / 5 

Else Memory index=0; 

· Network index – the network index was build from the amount of traffic each network adapter created on each server divided by a network red zone value ( a value we thought the network would could cause potential response time problems) . Each network band has a maximum capacity. Usually machines on shared ethernet segments create collisions at 30 percent usage of the band. It would be wiser to create a network red zone value which would be the total number of bytes where you think the network traffic would cause response time problems. If you have more then one network interface you would need to take the maximum network index of the network interfaces that your interested in. Many system have different network interfaces that don’t interfere with the normal traffic of the network  The network interface also provides the output queue length which we still need to study.

Network index =  Total interface bytes / network red zone value

· Disk index – The disk index was created from the maximum of each disk value which was composed of each disks utilization and average number of requests queued for the disk in the interval. In other words it represented the most critical disk. Creating an average of all the disks utilization and average disk requests queued could cause very low values and cause the index to be low. In the future we hope to base the disk index on the  20/80  rule of thumb which means will take  20 percent of the disk farm with the highest utilization which are probably causing 80 percent of the work done by all the disks. This formula still needs to be tested. 

Disk index = max ( 

 For each disk ( disk utilization/100  + average disk requests queued ) 

                              )

· Performance index – the performance index was created from the maximum value of ( cpu  index, memory index, network index, disk index) .

When the values of the indexes are in the range from 0 to 1  the resource did  not suffer from queuing. Values bigger then 1 mean the resource also suffering from queuing.

Graphical representation

In this first stage we have created two types of graphs.

· The first graph type represents the 24 hour utilization of all the machines and their performance index in one Graph. By means of this graph it’s possible to locate the server that is having resource problems. There are additional graphs that presents the 24 hour profile of each systems indexes. By means of this graph it’s possible to locate the resources that are causing the bottleneck. 

· The second graph type represents the trend  of all the systems performance index. In one graph. By means of this graph it’s possible to locate a system that is starting to have problems. There are additional graphs that presents the daily trend of each systems indexes. By means of this graph it’s possible to locate the systems resources trend.

. The following colors represent the usage of the resource.




The resources usage was from zero to low 




The resources usage was from low to medium 




The resource usage was from medium to high

 



The resource usage was high with queuing

The first two  levels (lime and green) indicate the resources are used but there is no alarm situation because there still exists enough of free resource.

The yellow level is an alarm situation where the resource is quite near to be saturated and the performance administrator should examine the resources carefully. 

The red level is the dangerous area where the resource is heavily used and there are signs of heavy queuing. In the following graph we have a 24 hour profile of all the organizations servers represented by their performance index. 

 24 hour profile of Global index for all the NT systems
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24 hour profile for all the indexes of NT system sap-prod 
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Trend of Global index for all the NT systems
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Trend of indexes for  the NT system sap-prod
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Conclusion

Today with minimum effort it’s possible to get the picture of all the important NT systems in the organization. Based on future experience the formulas will be modified to improve  the resources index value . We hope to increase the amount of indexes presented as Exchange, Lotus Notes, Internet Information server and others.  





































