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Model goals

Expected I/O performance for clients
SAN dimensioning

— number of servers

— Server power

— server configuration

— internal bottlenecks

Operating range




SAN configuration

Model View Window Help
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Client model

I/O workload

— logical devices
“typical” workloads
host computer

— speed

— SAN interface

— future model

Clients and Logical Devices

Host General | Logical Device characteristics | Hast Bus Adapler characterisics |
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I/0 workload model

Extensive Lead Time experience
— I/O burstiness

— transfer and seek variability

— limited queue

— read hit behavior

Mapping

— mirroring




I/0 workload model

Host General  Logical Device characteristics l Host Bus Adapter characteristics I

Hast: IHUSt 0 Logical device humber: ID ::jl Hame: ILdV .

™ Alllogical devices

— workload

I¥ 1/0s per second: 20 140 rate wanability:
7 Block length [Kbytes): |16 Transfer variability: o

I¥ Fraction of zero sesks: 05 Seek time variability: 1

I Fraction of reads: 075 Hits on reads fraction: |2-59

¥ Queusing limit: [  Buffer hit probabili: 0.5

— Configuration

I SDS number: 0 I¥  Physical device:

= Mimaring bype: l Mane X l

I Index of mirar SDS: g 7 Miror device:
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Storage Domain Servers

Set of physical devices
Server CPUs

— polling

PCI buses

Host Bus Adapters
— PCI bus <==> Fibre Channel




Example of SDS
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I/O operations

Read hit

— served from SDS cache

Read miss
— I/O Request Packet ==> Windows I/O Manager
— data first copied into SDS cache

Write

— synchronous and asynchronous mirroring
— mirror in another SDS

— asynchronous write back
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I/O operations

SAN client
1/0 request

W

Windows 2000 SDS Server

G

SANsymphony
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SDS model

Physical disk
— G/G/1/N approximation

— queueing and service time

CPU and polling

— overheads and threads

PCI buses and HBAs
— effective bandwidth

— future: main bus, memory access
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SDS model - general

Storage Domain Server

Maore Overheads I FPhyzical Disks
PCI bug characteristics I Host Bus Adapter characteristics
505 General | CPU Overheads & Polling I More Paolling and Overheads

505 number: T

Number of CPUs:

Number of PCI buses:

MNumber of Host Bus Adapters:
Mumber of physical digks:

Mumber of device types:

CPU zpeed (MHz2):
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SDS model - CPU overheads

PCI buz characteristics | Host Bus Adapter characteristics

More Overheads I Phyzical Disks
CPL Overheads & Poling | More Polling and Dverheads

SDS General

SOS number: Im Reference speed [MHz): I550
—Average CPU times [mz) for

Unproductive poll: ID.UU2BE Fead hit: !W
Read miss: 0z Write direct: ID'DB?
Wwrite back: IlJ Mirror primary: ID

Mirmor secondary: IU

Productive poll threshhold: ID-5
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SDS model - polling

Host Bus Adapter characteristics
| Fhysical Disks
Iore Poling and Owverheads

PCI buz characteristics I
Mare Overheads
505 General I CPU Dwerheads & Palling

SDS number: IE
— Mumbers of pollz for

Read hit: l2 Fead miss: I5 “wiite direck: |3
Wwiite back: I3 Mirror primary: I3 Secondany: |3

Fibre Charinel Interface card overheads [me] for

Read hit: Dnge Fead migs: ID' e Wirite direct: il].'H
Wiite back: ID Mirrar primary: ID Secondary: ID
PCI bus access: ID-DM
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SDS model - Host Bus Adapters

Storage Domain Server

SDS General I CPU Overheads % Palling | More Polling and Overheads I

More Overheads I Phyzical Disks I
PCI bus charactenistic: Host Bus Adapter characteristics

SDS rumber: |D HEA number: IG
PCI bus number; IlJ _:_|

Simplex bandvsith MB/s3 |10 widh iytes) |°
— Operation on PCI bus (latency in bus cycles)

Acquisition latency: |2 Initial Target Latency: I8
Subsequent transfers: I1 End of transfer: |1
Burst zize [data phazes): I32
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SDS model - PCI bus

Storage Domain Server

SDS General I CPU Owerheads % Palling | More Polling and Overheads
More Overtheads I Physical Disks
PCl bus characteristics I Hast Bus Adapter characteristics

SDS number: ID PCI bus index: ID _:.l

Speed (MHz) & Width (butes]: IB

Arbitration latency [ns): I-ID HBAs: I3
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SDS model - physical disks

Storage Domain Server

SDS General I CPU Overheads % Palling | More Polling and Overheads I
PCl bus characteristics I Host Bus Adapter characteristics I
Mare Dverheads Physzical Disks

SDS number: IE Device rumber: |7 =

- Device characteristic:

Device type: |59595t3 Cheetah YI Rervolution [ms]: gt
Avge read seek time [mz): IE'F Livge wiite zeek [mz]: IE'5
in data rate [ME /z|: I-I 83 Maw data rate (MB /3): I28

Dirive range
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PCI bus model

PCI bus model

— effective data rate, wait for bus

Host Bus Adapter
— traffic fraction, wait for HBA

fixed-point iteration between models

20



PCI bus model - bus
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PCI bus model - adapter traffic
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Results

Overall SAN Analysis Results

Summary Totals
Device Number IOsfsec 1f/O time
Logical
Physical

Storage Domain Servers
CPU utiliz. Productive polls Poll ratio
33.3 2136 0.59

Averages for Logical and Physical Devices
Device Queueing Service I/Osfsec Utiliz.
Logical 0.05 0.81 20.00 1.6
Physical 0.54 584 14.50 8.5

Overal SAN Results

1

Utilizatian for Selected Elements
W Py ¥ ;qm‘cucﬂw LDEY LR
2
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Results - client

Client Results for Host 0

Summary Totals
Device Number IOs/sec 1O time
Logical 32 640.0 0.86
Physical 16 2320 6.38

Client Logical Device Averages
Client Queueing Service I/Osfsec
Host 0 0.05 0.81 20.00

Averages for Logical and Physical Devices
Device Queueing Service 1/Osisec
Logical 0.056
Physical 0.54

Client Host 0

N service queueing

/D Bervice and Queueing

Utiliz.
1.6

Utiliz.
1.6
8.5
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Results - PCI bus

PCl Bus Results for Multiple devices

Summary Totals
Device Number I/Os/sec 1/O time
Logical 32 640.0 0.86
Physical 16 232.0 6.38

PCI Bus
Device MB/s ms per /O l/Os/sec
PCI0 of A : i 291.41
PCI1 of A 2 ; 290.28
PCI2Z of A 3 B 290.28

Averages for SDS PCIl buses
Device MB/s ms per /O 1/Osisec
PCl of SDS A 86.3 0.19 290.65

PCI Bus Results

1 z

Utilization for Selected Elements
N data rate ratio * utiliz

Utiliz.
4.8
5.9
5.9

Utiliz.
5.6
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Conclusions

Model of in-band SAN
Logical I/O for clients

Storage Domain Server model
— CPU overheads and polling

— PCI buses and Host Bus Adapters

— physical devices

Future: leverage Lead Time

— controllers attached to SDS
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